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Abstract: This contribution introduces a solution to relocate edge application server without additional impacts on UE application layer.
1. Discussion
Due to the nature of UE mobility, EAS/PSA need to be relocated accordingly to ensure path optimization for especially low latency services, e.g. V2X services.

With ULCL mechanism, UE IP can keep unchanged during the UE mobility, but usually the EAS IP will change during the EAS change, which implies a re-initiation of TCP or UDP socket on UE side and causes service interruption. This paper provides a solution to ensure the UE socket can be kept during the UE mobility and PSA/EAS change, so that the UE application layer is not aware of the EAS change.
This solution corresponds to the key issue#2: Edge Relocation as specified in subclause 5.2:

· Change of the DNAI depending on the location of the UE to better serve the UE. This may imply EAS IP address change but in some cases the old EAS may be kept as long as the UE transaction is not over.
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Figure 1: EAS relocation with change of the DNAI due to UE’s mobility
As shown in Figure 1, UE is communicating with EAS1 via local PSA1 and the data is transferred over Path 1. Then when UE moves and handovers from (R)AN1 to (R)AN2, the data is transferred over Path 2. If the SMF decides to select a new local PSA, after EAS relocation, the data path switches to Path 3.

In this solution, MPTCP mechanism is used to implement path switching to avoid the impact on UE application layer. Some mechanisms defined in ATSSS are reused with extension in this solution.

Similar part with MPTCP-based ATSSS:

Similar with the ATSSS feature defined in R16, the PSA UPFs are enhanced to support MPTCP proxy functionality. The MPTCP functionality in the UE communicates with an associated MPTCP Proxy functionality in the local PSA UPFs, by using the MPTCP protocol. Then the connection between the UE and EAS in the transport layer is splited into a MPTCP subflow between the UE and PSA UPF and a normal TCP connection between the PSA UPF and the EAS by the MPTCP proxy functionality.
As supported by the ATSSS feature defined in R16, the network allocates to UE one IP address/prefix (i.e. IP@1) for the PDU Session and two additional IP addresses/prefixes (i.e. IP@2a and IP@2b). These two IP addresses/prefixes are used only by the MPTCP functionality in the UE and each of them may not be routable via N6. The MPTCP functionality in the UE shall use these two additional addresses/prefixes to establish subflows between the UE and local PSAs, and MPTCP Proxy functionality shall use the IP address/prefix of the PDU session for the communication with the final destination (i.e. EAS1 or EAS2).
Differences from MPTCP-based ATSSS:
In above ATSSS case, only one PSA is used. In EC case, to support PSA relocation, the MPTCP proxy functionality is supported by both PSA1 and PSA2. Two MPTCP subflows of one MPTCP session are over two different PSA UPFs. To support this cross-PSA MPTCP subflow establishment, N4 is enhanced to providing the MPTCP session context from the PSA1 to PSA2 via the SMF.
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Figure 2: MPTCP functionality in UE and MPTCP proxy functionality in PSA UPF
The path switching is implemented in the transport layer based on the MPTCP mechanism. Then in perspective of the UE application layer, it is keeping connection to EAS1, a server of IP address IP@A.
2. Text Proposal
It is proposed to capture the following changes in TR 23.748.
* * * * First change * * * *
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* * * * Second change, all new texts * * * *
6.X
Solution #X:  EAS change based on MPTCP 
6.X.1
Description

This solution addresses Key issue#2: Edge relocation, by reusing the MPTCP proxy mechanism without additional impacts on UE application layer.
As shown in Figure 6.X.1-1, UE is communicating with EAS1 via PSA1 and the data is transferred over Path 1. Then when UE moves and handovers from (R)AN1 to (R)AN2, the SMF decides to establish a UL CL and a local PSA, the data is transferred over Path 2. If the SMF decides to select a new local PSA, after EAS relocation, the data path switches to Path 3.

MPTCP mechanism is used to implement path switching to avoid the impact on UE application layer. As supported by the ATSSS feature defined in R16, the PSA UPFs are enhanced to support MPTCP proxy functionality. The MPTCP functionality in the UE communicates with an associated MPTCP Proxy functionality in the PSA UPF, by using the MPTCP protocol. Then the connection between the UE and EAS in the transport layer is splited into a MPTCP subflow between the UE and PSA UPF and a normal TCP connection between the PSA UPF and the EAS by the MPTCP proxy functionality.
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Figure 6.X.1-1: EAS relocation with change of the DNAI due to UE’s mobility
The following principles defined in clause 5.32.6.2.1 of TS 23.501for ATSSS feature are also applicable for this solution.
The MPTCP functionality may be enabled in the UE when the UE provides an "MPTCP capability" during the PDU Session Establishment procedure.

If the network agrees to enable the MPTCP functionality for a PDU Session then:

i) An associated MPTCP Proxy functionality is enabled in the PSA UPF for the PDU Session by MPTCP functionality indication indicated by the SMF.
ii) The network allocates to UE one IP address/prefix (i.e. IP@1) for the PDU Session and two additional IP addresses/prefixes (i.e. IP@2a and IP@2b). These two IP addresses/prefixes are used only by the MPTCP functionality in the UE and each of them may not be routable via N6. The MPTCP functionality in the UE uses these two additional addresses/prefixes to establish subflows between the UE and the local PSAs (i.e. PSA1 and PSA2) respectively, and MPTCP Proxy functionality uses the IP address/prefix of the PDU session for the communication with the final destination (i.e. EAS1 or EAS2). The following UE IP address management applies:
· The PDU IP address/prefix is provided to the UE via mechanisms defined in clause 5.8.2.2 in TS 23.501 [2].
· The IP addresses/prefixes used by the MPTCP functionality in the UE are allocated by the local PSA UPFs and are provided to the UE via SM NAS signalling.
iii) The network shall send MPTCP proxy information to UE, i.e. the IP address, a port number and the type of the MPTCP proxy. The following type of MPTCP proxy shall be supported in this release:

· Transport Converter, as defined in draft-ietf-tcpm-converters-14 [Y].
The UE shall support the client extensions specified in draft-ietf-tcpm-converters-14 [Y].
The MPTCP proxy information is retrieved by the SMF from the UPF during N4 session establishment.

iv) The network may indicate to UE the list of applications for which the MPTCP functionality should be applied. 
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Figure 6.X.1-2: MPTCP functionality in UE and MPTCP proxy functionality in PSA UPF
As shown in Figure 6.X.1-2, unlike the ATSSS feature defined in R16 and the normal MPTCP session, the MPTCP proxy functionality is supported by both PSA 1 and PSA 2. Two MPTCP subflows of one MPTCP session are over two different PSA UPFs. Therefore, N4 is enhanced to support providing the MPTCP session context (e.g. token information, Sequence Number information (i.e. Initial Data Sequence Number, Initial Subflow Sequence Number, the mapping between the Data Sequence Number and Subflow Sequence Number), etc.) from the PSA1 to PSA2 via the SMF as described in clause 6.X.2. 
6.X.2
Procedures

The relocation of edge application server based on MPTCP proxy mechanism is described in Figure 6.X.2-1.
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Figure 6.X.2-1: EAS relocation based on MPTCP proxy
1. UE requested MPTCP PDU Session Establishment: UE requests to establish a PDU Session and indicates its MPTCP capability in the PDU Session establishment request. If the network supports MPTCP procedures, the AMF selects an SMF that supports MPTCP procedures. 
2. The network can decide whether allow a MPTCP PDU Session or a normal TCP PDU Session for the UE. If the network agrees to enable the MPTCP Proxy functionality for the PDU Session, when a local PSA needs to be inserted, the SMF selects a local PSA (i.e. PSA1) that supports MPTCP proxy functionality. 
The SMF establishes a UL CL towards the new local PSA.  
3. The SMF updates PSA1 via N4. It provides the UL CL CN Tunnel Info for downlink traffic. The PSA1 allocates an IP address/prefix for the MPTCP subflow between the UE and PSA1 and provides it to the SMF.
4. The SMF updates (R)AN via N2 SM information over N11. It provides the new CN Tunnel Info corresponding to the UL CL. 
The SMF also provides IP@2b to the UE.
5. The UE discoveries the IP address of the EAS1 (i.e. IP@A) and requests to establish a MPTCP subflow with the EAS1 by using IP@2a as source address. The MPTCP proxy functionality in PSA1 will establish a TCP connection with EAS1 by performing translation on the source address (i.e. IP@2a) to the PDU Session IP address (i.e. IP@1). The PSA1 provides MPTCP session context to the SMF via N4.
6. The PSA1 provides MPTCP session context to the SMF via N4.

7. The SMF decides to select a new local PSA based on the UE location after handover. It may sends an early notification to the AF. If the AF determines the application layer service needs to be relocated for the UE based on the info of target DNAI, it sends back a positive response to the SMF with the IP address of the new edge application server EAS2(i.e. IP@B).
8. The SMF selects a new local PSA (i.e. PSA2), which supports MPTCP proxy functionality. The SMF provides the UL CL CN Tunnel Info for downlink traffic, EAS2 IP address and MPTCP session context to PSA2 via N4.

The PSA2 allocates an IP address/prefix (i.e. IP@2b) for the UE and provides it to the SMF. The SMF provides it to the UE via SM NAS signalling. IP@2b is used by the UE for the second MPTCP flow.
9. Based on the received MPTCP session context, the PSA2 initiates establishment of a MPTCP subflow to the UE. It also initiates establishment of a TCP connection to the EAS2 by performing translation on the source address (i.e. IP@2b) to the PDU Session IP address (i.e. IP@1) and performing the translation on the destination IP address (i.e. IP@2a) to the EAS2 IP address (i.e.IP@2b).
10. The SMF updates the UL CL.
11. After the second MPTCP subflow is established, the UE performs path switching from MPTCP subflow 1 to subflow 2 by modifying MP_PRIO option. The data transmission switches from Path 2 to Path 3 as shown in Figure 6.X.1-1.
6.X.3
Impacts on Existing Nodes and Functionality
Editor's Note: This clause captures impacts on existing 3GPP nodes and functional elements.
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